On the Flow Through Bering Strait: A Synthesis of Model Results and Observations
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Outline for book chapter

1. Introduction (Clement Kinney)

a. geography of the Bering Strait

b. challenges for modelers and observationalists

c. importance of flow thru the strait to the Arctic and beyond

Bering Strait is the only Pacific connection to the Arctic Ocean.  The narrow (~85 km wide) and shallow (40-50 m deep) strait provides low-salinity and high-nutrient Pacific Water to the Chukchi Sea and greater Arctic Ocean.  Regional and global models are challenged to resolve this narrow and shallow feature, due to the high computational cost of small grid cell sizes.  In fact, many global models either have a closed Bering Strait or instead use some type of prescribed conditions.  A closed Bering Strait was shown to significantly affect several oceanic dynamics in model results by Goosse et al. (1997).  By closing Bering Strait, oceanic and sea ice transports through Fram Strait were greatly reduced from realistic levels that were produced with an open Bering Strait.  Opening Bering Strait also produced a more realistically positioned sea ice edge in the Bering Sea, because warm water was allowed to advect further north onto the shelf.  Freshwater budgets were also improved when Bering Strait was opened.  Increases in the Greenland and Norwegian Seas were caused by the freshwater throughflow of Pacific water through the Bering Strait.

Scientific access across Bering Strait has been restricted, for the most part, due to political boundaries between the United States and Russia.  The International Dateline runs between two islands near the center of the strait: Big Diomede Island (part of Russia) and Little Diomede Island (part of the U.S.).  Because U.S. researchers have primarily only been granted access to the eastern part of Bering Strait, measurements have been lacking on the western side.

The goal of this work is to compare state-of-the-art model output on the Bering Strait throughflow from several modeling groups.  We will look at the volume and property fluxes over a long time series (up to 26 years depending on available results from individual models).  In addition to interannual changes, we will examine seasonal cycles in these parameters, as well.  Model results will also be compared to the available observational data.  These data come from moored instruments placed near-bottom in three primary locations in the vicinity of the strait.  We plan to use the data to inform model results and vice versa.  Both types of information on the flow through Bering Strait are limited.  Numerical models are limited by inherent “missing” physics in their codes, while observational data error is caused by a limited number of measurements and lack of access to the entire strait.

2. Data introduction/methods (Woodgate)

a. mooring locations (A1, A2, A3)

b. details on the data record (methods, time periods for data at each location, etc.)

c. data limitations

3. Model introduction/methods (Maslowski, Aksenov, de Cuevas, Nguyen, Zhang)

a. description of each model’s set-up, components, forcing, resolution, etc.

i. BESTMAS (Zhang)

ii. ECCO2 (Nguyen)

The ECCO2 regional Arctic Ocean solution uses a configuration of the Massachusetts Institute of Technology general circulation model (MITgcm, Marshall et al., 1997, Losch et al., 2010). The domain boundaries are at ~55deg North in both the Atlantic and Pacific sectors.  These boundaries coincide with grid cells in a global, cubed-sphere configuration of the MITgcm [Menemenlis et al., 2005].

The grid covering the Arctic domain is locally orthogonal with horizontal grid spacing of approximately 18 km. There are 50 vertical levels ranging in thickness from 10 m near the surface to approximately 450 m at a maximum model depth of 6150 m.  The model employs the rescaled vertical coordinate ``z*'' of Adcroft and Campin [2004] and the partial-cell formulation of Adcroft et al. [1997], which permits accurate representation of the bathymetry. Bathymetry is from the S2004 (W. Smith, unpublished) blend of the Smith and Sandwell [1997] and the General Bathymetric Charts of the Oceans (GEBCO) one arc-minute bathymetric grid.  The non-linear equation of state of Jackett and McDougall [1995] is used. Vertical mixing follows Large et al. [1994].  A 7th-order monotonicity-preserving advection scheme Daru and Tenaud [2004] is employed and there is no explicit horizontal diffusivity. Horizontal viscosity follows Leith [1996] but is modified to sense the divergent flow [Fox-Kemper and Menemenlis, 2008].

The ocean model is coupled to the MITgcm sea ice model described in Losch et al. [2010].  Ice mechanics follow a viscous-plastic rheology and the ice momentum equations are solved numerically using the line-successive-over-relaxation (LSOR) solver of Zhang and Hibler [1997].  Ice thermodynamics use a zero-heat-capacity formulation and seven thickness categories, equally distributed between zero to twice the mean ice thickness in each grid cell.  Ice dynamics use a 2-category thickness with one for open water and one for ice. Salt rejected during ice formation is treated using a sub-grid-scale salt-plume parametrization described in Nguyen et al. [2009]. The model includes prognostic variables for snow thickness and for sea ice salinity.

Initial and lateral boundary conditions come from the globally optimized ECCO2 solution [Menemenlis et al., 2008]. Surface atmospheric forcing fields are from the Janpanese 25-year reanalysis (JRA25, [Onogi et al., 2007]. Monthly mean river runoff is based on the Arctic Runoff Data Base (ARDB) as prepared by P. Winsor (personal communication, 2007). 

iii. NAME (Maslowski, Clement Kinney)

The Naval Postgraduate School Arctic Modeling Effort (NAME) coupled sea-ice–ocean model has a horizontal grid spacing of 1/121 (or ~9 km) and 45 vertical depth layers with eight levels in the upper 50 m. The high vertical resolution, especially in the upper water column, allows for more realistic representation of the shallow Arctic and sub-Arctic shelves as compared to previous models, which were only 2-dimensional (e.g., Overland and Roach, 1987; Spaulding et al., 1987). In addition, the horizontal grid permits calculation of ﬂow through the narrow straits of the northern Bering Sea. The model domain contains the sub-Arctic North Paciﬁc (including the Sea of Japan and the Sea of Okhotsk) and North Atlantic Oceans, the Arctic Ocean, the Canadian Arctic Archipelago (CAA) and the Nordic Seas (see Fig. 1A of Maslowski et al., 2004 for model domain). The region of interest, the Bering Sea, is therefore far away from the artiﬁcially closed lateral boundaries in the North Paciﬁc at 30oN, greatly reducing the potential effect of boundary conditions. Model bathymetry is derived from two sources: ETOPO5 at 5 km resolution for the region south of 64oN and International Bathymetric Chart of the Arctic Ocean (IBCAO; Jakobsson et al., 2000) at 2.5 km resolution for the region north of 64oN. The ocean model was initialized with climatological, 3-dimensional temperature and salinity ﬁelds (PHC; Steele et al., 2000) and integrated for 48 years in a spinup mode. During the spinup we initially used daily averaged annual climatological atmospheric forcing derived from 1979 to 1993 reanalysis from the European Centre for Medium-Range Weather Forecasts (ECMWF) for 27 years. We then performed an additional run using repeated 1979 ECMWF annual cycle for six years and then 1979–1981 interannual ﬁelds for the last 15 years of spinup. This approach is especially important in establishing realistic ocean circulation representative of the time period at the beginning of the actual interannual integration. This ﬁnal run with realistic daily averaged ECMWF interannual forcing starts in 1979 and continues through 2001. Results from this integration (23 years) are used for the analyses in this paper. Yukon (and other Arctic) river runoff is included in the model as a virtual freshwater ﬂux at the river mouth. However, in the Gulf of Alaska the freshwater ﬂux from runoff (Royer, 1981) is introduced by restoring the surface ocean level (of 5 m) to climatological (Polar Science Center Hydrographic Climatology; PHC) monthly mean temperature and salinity values over a monthly time scale (as a correction term to the explicitly calculated ﬂuxes between the ocean and underlying atmosphere or sea-ice). Additional details on the model including sea-ice, river runoff, and restoring have been provided elsewhere (Maslowski et al., 2004). 

iv. ORCA (Aksenov, de Cuevas)

v. PIOMAS (Zhang)

b. model limitations

4. Results (Clement Kinney and others)

a. Velocity

i. model-resolved vertical sections of long-term mean

The long-term mean flow structure across Bering Strait has proved difficult to elucidate from observations.  The complex bathymetry, international borders, and presence of ice flows with deep drafts make observing the entire water column across the strait very difficult.  Historical observations by Coachman et al. (1975) show that the mean flow is northward, however the speed is not uniform across the strait.  Several cruises (primarily during the summer/autumn month) produced vertical sections of speed based on current meter measurements.  The total transport ranged from 0.2 - > 2 Sv based on data collected during 11 different cruises. There are several cases of flow reversal (southward flow) evident in the dataset, particularly in the upper layer.  They also note that the eastern channel tends to have the highest northward velocities.  Coachman et al. (1975) conclude that the pattern of horizontal shear in Bering Strait seems to be relatively invariant and a velocity minimum just west of Fairway Rock is very frequently seen.

Long-term mean velocity structure across Bering Strait shows significant horizontal shear in our model results (Fig. X).  The various horizontal resolutions from the 5 models and the different bathymetry schemes make the results appear disparate upon first glance.  However, a closer looks reveals agreement that horizontal shear is present and that the highest speeds tend to be in the eastern channel.  The mean flow from all models in northward, however the NAME model shows a weak reversal near the center of the strait.  This may be similar to the observed velocity minimum (and sometimes reversal) just west of Fairway Rock (Coachman et al., 1975).  Vertical shear is present in some model results, particularly the NAME, ECCO2, and ORCA models.

ii. monthly-mean time series from models (1979-2004)

iii. monthly-mean time series from data models using the same method as data (one point)

b. Volume Transport

i. monthly-mean time series from models and data

1. difference in volume transport between method of using full cross-section from models and the “one-point” method


c. Temperature and Salinity

i. monthly-mean time series from models and data

d. Heat and Salt Transport

i. monthly-mean time series from models and data

e. Annual Cycles

i.  Volume/Velocity, T, S, Heat and Salt Transport

5. Discussion (all)

a. differences between methods of flux calculation (point method versus all model grid cells across strait)

i. Coachman data showed lot of horizontal and vertical stratification in velocity

ii. need for more data collection (more moorings and cruises)

iii. need for higher resolution in models to be able to resolve the smaller scale processes

iv. show some initial 2-km results from NAME

b. differences between models

i. possible reasons for the range of values from models

c. future work
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